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A b s t r a c t

We implemented a real-time cloud robotics application by offloading the 
robot navigation engine over to 5G mobile edge computing (MEC) sever. We 
also ran a fleet management system (FMS) in the server and controlled the 
movements of multiple robots at the same time. The mobile robots under the 
test were connected to the server through a 5G standalone (SA) network. The 
public 5G network, which is already commercialized, has been temporarily 
modified to support this validation by the network operator. Robot engines 
are containerized based on micro-service architecture and have been 
deployed using Kubernetes – a container orchestration tool. We successfully 
demonstrated that mobile robots can avoid obstacles in real-time when the 
engines are remotely running in a 5G MEC server. Test results are compared 
with the 5G public cloud and 4G (Long-Term Evolution [LTE]) public cloud 
as well.
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1. Introduction
Various system configurations, utilizations, and new 
attempts to utilize cloud robotics (CR) have been 
discussed in the literature [1,2]. There can be many 
applications or ways for robots to utilize cloud servers 
over a network. These include building/distributing 
robot execution images through the cloud, controlling 
robots, collecting/loading data, utilizing AI, and real-
time robot control. Among them, real-time robot 
control is a very challenging task even under the 

infrastructure of gigabit Wi-Fi and 5G communication 
networks. However, if private 5G is activated in the 
future and settled as a network with more reliability 
and stability, it can be fully utilized in smart factories, 
smart cities, autonomous vehicles, smart ports, etc.

In this paper, we demonstrate that real-time robot 
control is possible through cloud offloading of robot 
engines through experiments on 5G commercial 
networks and mobile edge computing (MEC). We 
adopted Kubernetes as the platform for the cloud 
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robotics configuration to operate on MEC [2]. As the most 
popular Docker orchestration platform in recent years, 
Kubernetes has powerful features such as scalability, 
load-balancing, and non-stop rolling-update of computer 
nodes and processes to cope with the increase in traffic 
due to the increase in users, and it is also possible to 
control the behavior to meet each purpose through the 
customization function according to the requirements of 
each service in a specific domain [3].

By deploying and operating the autonomous 
navigation engine, one of the robot engines, on the 
5G MEC server, we have verified that it is possible 
to implement a service with the same performance 
as that of the on-board robot, and we believe that it 
is possible to significantly reduce the usage of major 
computational resources such as central processing unit 
(CPU) and random-access memory (RAM) because it 
is not necessary to drive the navigation engine onboard 
the robot.

This paper is organized into four sections. Section 
2 describes the overall system configuration, Section 
3 describes the experiments and results, and Section 4 
describes future research directions.

2. System configuration
The system used in the experiment can be broadly 
divided into three parts: the robot, the 5G network, 
and the MEC. The operating system and platform 
running on the robot are Yocto [4] and Robot Operating 
System 2 (ROS2), and all robot engines configured 
in MEC were dockerized for preliminary verification. 
The 5G modem was built in-house by LG Electronics 
and utilized a proven model already in use in several 
applications. In the following Sections 2.1 and 2.2, we 
will describe the communication network configuration 
and the implementation method for cloud services.

2.1. Network configuration
In this paper, we conducted experiments in U+’s Private 
5G MEC, and the backbone is not an experimental 
network but a commercial network. The network is 
configured as shown in (Figure 1).

The cloud server side is operated by adopting the 
One-Box MEC architecture as shown in Figure 2, which 
includes clusters equipped with core network functions 
and clusters serving application programs. The clusters 
are Kubernetes clusters, with the master node controlling 

Figure 1. Network architecture

Figure 2. One-box MEC architecture
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the entire cluster and worker nodes responsible for 
launching and operating actual application services. The 
implementation of the robot engine in the MEC will be 
discussed in the next section.

While we used a commercial network for the 
experiment, it is important to note that MEC was activated 
for a limited period specifically for the experiment. This 
has also been mentioned in a previous experiment [5].

2.2. Cloud service implementation
For cloud services, we utilized open-standard 
virtualization technologies, and as mentioned earlier, 
we used docker/container technology, which is 
currently the most widely used technology. It is 
suitable for microservice architectures, enabling easy 
distribution and operation of complex structures.

Any service or application program can be 
packaged as a Docker image, and when such an image 
is created, it can be executed on the host computer 
where the Docker engine runs. This technology is 
very convenient for distributed environments and 
management. Furthermore, it can operate independently 
of hardware and operating systems, allowing for rapid 
deployment of services.

Therefore, in this research, all the individual 
technologies executing on robots were modularized to 
the smallest unit and created as Docker images. This 
allows for independent execution regardless of physical 
location and enables an architecture where they can 
interact with each other.

In this study, we ran four robot-related engines 
on the MEC Kubernetes. They consist of the driving 
engine, which is the main function; fleet management, 
for planning multi-robot routes in the same place; 
remote control, for controlling the robot remotely, 
monitoring its location, and checking its status; and 
video management, which outputs video images 
acquired from the robot’s front camera.

In order for these engines to communicate with 
external robots, Kubernetes network settings had 
to allow external networking. To achieve this, we 
configured NodePort as the port for external network 
communication. NodePort is a Kubernetes service that 
allows external access to a specific application service 
through the same port, regardless of which cluster node 
within Kubernetes it is running on. The deployment/
installation method for the driving engine and related 
information can be seen in Figure 3 as an example.

Figure 3. Desploy .yaml file for Kubernetes
(a)Engine deploy file (b)Service deploy file
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3. Experiment and results
The robots for the experiments are autonomous 
delivery robots that can be utilized in restaurants. 
The hardware for motor control and hardware for key 
application operations on the robots were based on 
NVIDIA’s TX2. The platform used a lightweight Yocto-
based Linux operating system, as mentioned in Section 
2, and the ROS2 framework [4]. ROS2 is a platform that 
facilitates easy transmission and reception of various 
sensors, application messages, and more among robot 
applications. It also provides various development tools 
for robot developers and continues to evolve, making it 
highly regarded in the robotics community.

The most crucial application in this paper’s 

experiment was the autonomous navigation engine. 
It received light detection and ranging (LiDAR) 
and camera sensor data from the robot via the 5G 
network and determined the navigation path based 
on a predefined map. Therefore, we modularized and 
dockerized the navigation engine to enable cloud 
services, as described in Section 2.

In addition, there was a challenge due to the robot 
and 5G MEC server being in different subnetworks, 
which prevented ROS2 messages from being 
exchanged. To overcome this issue, we utilized a 
developed module called the ‘cloud bridge’ [6], which 
allows ROS2 messages between the robot and the 
server to be transmitted and received as if they were in 

Figure 4. Cloud robotics system on 5G MEC 
Kubernetes
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the same subnetwork. This communication platform 
is suitable for ROS2 application communication with 
various external hosts in the 5G network.

The configuration of the cloud robotics system 
running in the MEC Kubernetes cluster of the service 
provider is illustrated in Figure 4. The experiments 
were conducted for a certain period at a testbed 
prepared in Yangjae-dong using U+ 5G trial networks.

3.1. Experimental method
Before conducting experiments on the 5G operational 
network, we initially conducted verification in a testbed 
provided by the communication service provider with 
5G MEC capabilities. During this phase, instead of 
using actual robots, we simulated the physical sensors 
and movements of the robots. We used a 3D simulator 
that modeled the environment [7]. LiDAR sensor data 
and motor drive data were sent to the server, and the 
server sent navigation commands to the simulator 
to make the robot move. After verifying that basic 
navigation worked without issues, we proceeded to the 
actual operation network.

The testbed was assumed to be a restaurant 
scenario where N autonomous delivery robots provided 
services to M customer tables. Scheduling, apart from 
controlling the robots through the navigation engine, 
was done through cluster control. Real-time video from 
the cameras mounted on the delivery robots could be 
monitored through video management. The remote 
control module allowed confirmation of robot locations 
and detection of any anomalies or manual commands. 

Each robot had one dedicated navigation engine, and 
other engines were independent of the number of 
robots.

3.2. Experimental results
The packet transmission segments from the robot 
(terminal) to the 5G core network include robot 
(terminal) → radio access network (RAN) → user 
plane function (UPF) → robot engine (microservice) 
on MEC. In this segment, we first analyzed the average 
latency of basic 5G and 4G (Long-Term Evolution 
[LTE]) using the ping test of Internet Control Message 
Protocol (ICMP), as shown in Table 1. This data is 
related to 56-byte packets used in simple ping tests, 
without considering the bandwidth required for 
transmitting a large amount of data like videos.

(1) As expected, we confirmed that the 5G core
network is nearly 2.8 times faster than 4G
(LTE), and 1.6 times faster in MEC than the 5G
public cloud.

(2) When the three-destination driving of two
robots for about an hour was performed
through scheduling, autonomous driving was
performed with the same performance as
on-board without any problems, and when
comparing the usage of the CPU and RAM in
the robot system, we found that it was about
50% more efficient than the existing on-board
system, as shown in Table 2. The sensor data
of the robot utilized for autonomous driving
were camera and LiDAR, and the camera

Table 1. Round trip time measured in robot

5G MEC 5G public-cloud 4G (LTE) public-cloud
RTT (ms) 15 23.930 41.155

Table 2. Moving time and CPU/RAM usage

Moving time to destination (sec) CPU usage (%) Memory usage (MB)
Off-loading 30.4 12–17 450
On-device 28.8 40–45 1250
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was transmitted at about 2 Hz and the LiDAR 
at 10 Hz. At this time, the quality of service 
(QoS) for publishing ROS2 topics was set to 
“Reliable.” This is a way to ensure that the 
camera sends and receives data more reliably 
than “Best effort” for simple video viewing [8].

(3) In the case of video, the communication
method was to publish the video as a ROS2
topic on the robot and subscribe to it from
the video control of the 5G MEC, and the
communicat ion between the robot  and
Kubernetes utilized the cloud bridge described
earlier [5]. Table 3 below summarizes the video
topic size, the number of publications per
second, the JPEG quality of the video, and the
transmission time.

The key challenge in this paper’s experimentation 
was to validate the 5G MEC cloud offloading of the 
robot’s navigation engine in an actual mobile network. 
Furthermore, we confirmed that various robot-related 
services, such as control and cluster management, can 
be utilized in MEC through Kubernetes.

4. Future research directions
Robots are complex integrated systems composed of 
hardware such as motors, sensors, and mechanical 
parts, as well as software including operating systems, 
drivers, communication modules, artificial intelligence, 
and applications. Therefore, in order to fully leverage 

the advantages of 5G MEC and cloud robotics, it is 
necessary to continually modularize and virtualize 
software through microservice architecture. This will 
help standardize existing technologies and enable quick 
integration of new technologies into the robotics field.

Secondly, for fields like artificial intelligence that 
require abundant resources and automation but not 
real-time processing, research and development of data 
collection, storage, and utilization pipelines will be 
crucial. When applying these to robotics, microservice 
design should be utilized to reduce entry barriers and 
increase usability.

Thirdly, while the control of the driving engine in 
this paper did not require response times of less than 
5 seconds, there may be fields that demand real-time 
robot control at such levels. In such cases, it may not 
even be possible to attempt cloud robotics adoption and 
engine offloading. Research on systems with significant 
time delays has been conducted for a long time, and 
since the advancement of wireless communication, 
the field of networked control systems (NCS) [9.10] has 
seen extensive research. This area needs to investigate 
possible services and constraints in 5G, which offers 
ultra-low latency and ultra-reliability.

Lastly, standardization is essential to ensure easy 
integration of heterogeneous robots and solutions, 
further advancing technology competitiveness. Current 
related activities are ongoing, and drafts of “functional 
requirements” have already been published [11].

Table 3. Camera data latency

Camera position Latency (end-to-end)
On-public 45.96 ms
On-MEC 27.00 ms
On-device 6.90 ms

 Video resolution: 848 × 480
 Video transmission rate: approximately 4.9 Mbps
 Topic size: 41 KB
 Topics per second: 15 Hz
 JPEG quality: 80
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