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A b s t r a c t

This paper proposes the design and implementation results for human and 
object classification systems utilizing frequency-modulated continuous wave 
(FMCW) radar sensors. Such a system requires the process of radar sensor 
signal processing for multi-target detection and the process of deep learning 
for the classification of humans and objects. Since deep learning requires such 
a great amount of computation and data processing, the lightweight process 
is of utmost essential. Therefore, a binary neural network (BNN) structure 
was adopted, operating convolution neural network (CNN) computation 
in a binary condition. In addition, for the real-time operation, a hardware 
accelerator was implemented and verified via the field-programmable gate 
array (FPGA) platform. Based on performance evaluation and verified 
results, it is confirmed that the accuracy for multi-target classification of 
90.5%, reduced memory usage by 96.87% compared to CNN, and the run 
time of 5 ms are achieved.
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1. Introduction
With the recent advancement of Internet of Things 
(IoT) technology, the demand for security in indoor 
spaces has been increasing. Technologies for detecting 
intruders in specific spaces, including not only personal 
living spaces but also public areas, are being developed 
using cameras, infrared sensors, and radar sensors [1,2]. 
These indoor spatial object recognition technologies 

require small and lightweight embedded systems due 
to their continuous operation. Cameras and infrared 
sensors are sensitive to external factors such as light 
and temperature, which can lead to the inability 
to detect objects or misclassification. In addition, 
cameras require human monitoring, and there are 
privacy concerns related to hacking. In contrast, radar 
sensors are less affected by external conditions and can 
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recognize objects in both dark and bright environments. 
Furthermore, they can classify and observe objects 
based on frequency changes caused by motion, 
addressing privacy issues. In recent years, radar sensor-
based object recognition and classification technologies 
have been researched [3,4].

Radar sensors can be categorized into continuous 
wave (CW) radar sensors and frequency-modulated 
continuous wave (FMCW) radar sensors depending on 
whether the signal is modulated [5]. CW radar sensors, 
also known as Doppler radar sensors, continuously 
emit a specific frequency without signal modulation. 
They measure the velocity of objects based on the 
signal reflected from them. However, since they do not 
store time information, they cannot provide distance 
information about objects, which is a drawback. FMCW 
radar sensors operate by continuously emitting signals 
with modulated frequencies. The time information of 
detected objects is used to detect distance information. 
This feature makes them suitable for detecting multiple 
objects at different distances.

The data obtained from radar sensors are processed 
for object detection using signal processing techniques 
such as fast Fourier transform (FFT), constant false 
alarm rate (CFAR) [6-9], and density-based spatial 
clustering of application with noise (DBSCAN) [10,11]. 
Each object is characterized by a Doppler profile that 
accumulates Doppler components. Therefore, if the 
Doppler information for each object is not separated 
and detected, information about the objects may be lost. 
To address this issue, tracking algorithms are applied to 
store the Doppler information of each object [12].

Object classification using radar sensors typically 
involves the application of deep learning techniques 
such as convolutional neural network (CNN) rather 
than traditional machine learning methods like support 
vector machine (SVM) and k-nearest neighbors 
algorithm (KNN). Nevertheless, CNNs require high 
computational power and a significant amount of 
memory. To solve this problem, binary neural networks 

(BNNs) are used, where information used in CNN 
operations such as features and weights are binarized, 
reducing memory usage and computational complexity, 
making it suitable for hardware implementation [13].

Previous object detection studies using CW radar 
sensors focused on detecting single objects and may 
not be suitable for real-life situations with various 
objects [14,15]. Therefore, we have advanced previous 
research by conducting multiple object detection 
research using FMCW radar. In this process, tracking 
algorithms were used to track the information of each 
detected object. Additionally, BNNs were applied 
to classify objects based on Doppler characteristics 
that differentiate between the movements of humans, 
objects, and dogs. To process the radar sensor signals, 
software running on Raspberry Pi was designed to 
generate Doppler profiles required for BNN operations. 
To ensure real-time operation, BNN operations are 
implemented using a field-programmable gate array 
(FPGA) hardware accelerator.

The structure of this paper is as follows: Section 
2 provides the background knowledge to understand 
the system; Section 3 covers the overall structure 
and performance evaluation of the system; Section 
4 discusses the system’s design and implementation; 
Section 5 presents the experimental results; and Section 
6 concludes the paper.

2. Background
2.1. FMCW radar sensor
FMCW radar sensor operates by modulating the 
transmission frequency and emitting it. The frequency 
is modulated from fL to fH, as shown in Figure 1, and 
this range is called a ‘chirp’. The time for one chirp 
is denoted by Tchirp, and multiple chirps form a single 
frame. The time for one frame is denoted by Tframe. 
FMCW radar sensors continuously transmit and receive 
frames to measure distance and velocity.
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2.2. FFT algorithm
The distance and velocity information of objects are 
obtained by performing FFT on the data received from 
the radar sensor. While there is a 2D FFT method that 
can obtain both distance and velocity information 
simultaneously, we applied the 1D FFT method 
twice to reduce processing time. First, the object’s 
distance information is obtained by performing FFT 
on samples within a chirp. Subsequently, the FFT 
results for chirps are accumulated at the frame level, 
and FFT is performed again to detect the object’s 
velocity information. Two FFT operations result in 
the formation of one Range-Doppler (R-D) map per 
frame, with each axis containing distance and velocity 
information. Figure 1 shows a pictorial representation 
of the process.

2.3. CFAR algorithm
The presence of objects in the frequency domain is 
typically determined by detecting signals larger than 
a predefined threshold. When the threshold is fixed, 

there can be false detections when the signal strength 
is weak or when clutter signals exceed the threshold. 
Thus, radar sensor systems use the CFAR algorithm 
to calculate variable thresholds to maintain a constant 
false alarm rate. As shown in Figure 2, CFAR consists 
of a target cell surrounded by a reference cell (rcell) 
and a guard cell (gcell). It uses false probability (Pfa) to 
calculate the threshold.

CFAR is commonly categorized into cell average 
CFAR (CA-CFAR) and ordered statistic CFAR 
(OSCFAR). CA-CFAR calculates the threshold 
based on the average of rcell values, resulting in low 
computational requirements. However, it has the 
drawback of lower detection probability when cell 
information between objects overlaps [6,7]. On the other 
hand, OS-CFAR arranges rcell values and determines 
the threshold value based on the kth cell, allowing it to 
distinguish between noise and actual objects [6,8]. This 
method provides excellent performance even when 
multiple objects are present within rcell. Nonetheless, it 
increases computational complexity and, consequently, 

Figure 1. Process of R-D 
map configuration using FFT

Figure 2. Cell configuration 
of CFAR algorithm
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processing time due to the sorting process. To address 
this, an algorithm that finds the kth value through 
comparison operations has been proposed [16]. In this 
paper, we implemented OS-CFAR using this algorithm.

2.4. DBSCAN algorithm
The DBSCAN algorithm groups multiple nonlinear 
data sets into clusters, representing them as a single 
data set. It identifies data as valid if there are more than 
minimum points (Minpts) within a specific range and 
treats the rest as noise. In the implemented system, each 
data point represents a target detected by the CFAR 
algorithm. The DBSCAN algorithm simultaneously 
constructs clusters for individual targets and separates 
data from different targets into different clusters, 
distinguishing between multiple objects.

2.5. Tracking algorithm
To classify objects detected by the radar sensor, Doppler 
profiles are used. In a multi-object environment, 
tracking algorithms are essential to accumulate Doppler 
information for each object’s movement. Tracking 
algorithms are divided into association, management, 
and filtering. Association updates the track based on 
the closest data from the previous frame’s predicted 
object data and the current observed data. Management 
determines whether to create new tracks or terminate 
tracks based on updated data. Filtering predicts the 
distance and velocity of objects in the next frame based 
on the current distance and velocity information.

2.6. BNN
CNN, a deep learning technology, extracts features 
through convolutional operations with learned kernels 
and input images. Subsequently, a fully connected 
layer (FCL) classifies features probabilistically. BNN 
is a type of deep learning network that binarizes all 
parameters of conventional CNNs and performs both 
training and inference. As a result, it can significantly 
reduce computational requirements by replacing 

floating-point multiplication and accumulation 
processes with XNOR and popcount operations. 
Moreover, it reduces memory usage for storing 
parameters and operation results, enabling fast 
computation. This structure is suitable for embedded 
systems that require lightweight and compact design.

3. Overview of the system
3.1. System structure
The system overview is depicted in Figure 3 . 
Raspberry Pi transmits command signals to drive 
the radar sensor through universal asynchronous 
receiver /transmitter (UART) communication and 
receives raw data generated by the radar sensor. The 
received data undergoes DC removal to eliminate 
noise components. For signal processing of the radar 
sensor, FFT and CFAR algorithms are applied. To 
reduce time complexity, 2D operations are separated 
into 1D operations for distance and velocity [9]. A 
64-point FFT is performed for each chirp unit to detect
frequency values according to distance, and OS-
CFAR is used to detect object distances. Based on the
detected frequencies, a 64-point FFT is performed at
the frame level to obtain velocity information. The R-D
map generated from the two FFT results undergoes
subtraction with the previous frame’s results to remove
static signal components [17]. OS-CFAR is then applied
along the velocity axis to detect objects, including
distance and velocity information.

Multiple detected objects are separated into 
humans and objects, and Doppler profiles are required 
for each. Therefore, a tracking process is applied to 
create Doppler profiles for humans and objects. The 
tracking process first generates clusters using the 
DBSCAN algorithm and selects representative values 
based on signal strength, followed by the execution of 
tracking algorithms. The Doppler profiles generated 
for each object are shown in Figure 4. The Doppler 
profiles are transmitted to the FPGA through serial 
peripheral interface (SPI) communication. BNN 
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operations classify the objects and transmit the results 
to Raspberry Pi.

3.2. BNN performance evaluation
BNN is implemented as a hardware accelerator on 
the FPGA, considering network size, accuracy, and 
memory usage. The network classifies three classes: 
humans, objects, and dogs, using a total of 1,454 data, 
including 471 humans, 495 objects, and 488 dogs. 
Out of these, 1,154 data points were used for training, 
and the remaining 300 were used for evaluation. 
During training, cross-entropy loss function and Adam 
optimizer were employed, with a learning rate of 
0.0005, 300 epochs, and a batch size of 8.

Table 1 presents the results of accuracy and 
memory usage based on the composition of convolution 
layers and FCL in BNN. The combination of three 
convolution layers and two FCL layers achieved 
the highest accuracy. Table 2 compares accuracy 
and memory usage between BNN and CNN while 
varying the depth at each stage to reduce memory 
usage. In this study, a BNN with an accuracy of 
90.5% and approximately 198 KB of memory usage 
was implemented, which uses 3.13% less memory 
compared to an identically configured CNN.

The final network structure is shown in Figure 5. 
The input image is a Doppler profile size of 20×28. The 
first convolutional layer uses a 5×5 kernel considering 

Figure 3. Data processing flowchart for the 
proposed system

Figure 4. Doppler profile for (a) human, 
(b) object, and (c) dog
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Doppler characteristics due to motion, and subsequent 
convolution layers use 3×3 kernels. Each layer employs 
the hard hyperbolic tangent as the activation function, 
along with max pooling and batch normalization.

4. System design and implementation
results
To validate the operation of the proposed system, 
the Infineon Distance2GO product was used [18]. 

Additionally, software running on the Raspberry Pi 
4 Model B processed signals obtained from the radar 
sensor [19]. BNN operations for classifying detected 
Doppler profiles were implemented as a hardware 
accelerator on the Altera Cyclone Ⅴ5CSEMA5F31C6N 
FPGA [20] and the results were displayed on a monitor 
connected to Raspberry Pi. Figure 6 shows the 
connection of the system.

Table 1. Accuracy and memory usage according to the BNN layer configuration

# Conv # FCL Accuracy (%) Memory (KB)

2
1 80.3 23.9
2 88.8 791.6

3
1 88.0 113.3
2 92.3 420.8

4
1 70.0 385.5
2 83.3 2,226.8

5
1 68.3 923.7
2 79.3 1,537.9

Table 2. Accuracy and memory usage according to the BNN depth configuration

CNN
FCL nodes 1024 512
Conv depth 128 256 512 128 256 512

Accuracy (%) 98.3 99 99 99 99 99
Memory (KB) 2,777 7,902 25,229 1,985 6,323 22,077

BNN
FCL nodes 1024 512
Conv depth 128 256 128 256 128 256

Accuracy (%) 85.3 91.1 92.3 79 90.5 92
Memory (KB) 86.8 246.9 788.4 62.0 197.6 689.0

Figure 5. BNN structure of the proposed system
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4.1. Software design and implementation
T h e  s o f t w a r e  c o n s i s t s  o f  t h e  r a d a r  s e n s o r 
communication module, signal preprocessing module, 
and output module. The radar sensor communication 
module is divided into two parts: one for sending initial 
parameters for using the radar sensor and the other 
for receiving data obtained from the radar sensor. The 
initial parameters include the radar sensor’s operating 
frequency of 24 GHz, bandwidth of 200 MHz, 32 
samples per chirp, and 48 chirps per frame. The 
signal preprocessing module performs FFT, CFAR, 
DBSCAN, and tracking algorithms. CFAR parameters 
for classifying objects and noise are listed in Table 3. 
The output module displays the R-D map and class 
classification results on the monitor.

4.2. Hardware design and implementation
The designed hardware configuration consists of 
an SPI block for communication and a BNN block 
for classification, as shown in Figure 7. These two 
blocks share data through dual-port RAM. In the 
BNN block, there are components such as the BNN 
unit for performing computations, a state machine 
for controlling the computation steps, a memory 
controller, and a read-only memory (ROM) for storing 
required weights and thresholds. The BNN unit 
performs multiplication and accumulation operations 
using XNOR and popcount operators. Furthermore, 
batch normalization and the activation function, 
hard hyperbolic tangent, are implemented as simple 
comparators. Figure 8 illustrates this process.

Figure 6. Verification environment of the proposed human and 
object classification system

Table 3. Parameter used in OS-CFAR operation

Parameters Value
rcell_r (range) 10
gcell_r (range) 0

rcell_v (velocity) 10
gcell_v (velocity) 2

Pfa 10-5

k_r (range) 8
k_v (velocity) 10

Figure 7. Structure of the proposed hardware accelerator
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The BNN accelerator was developed using Verilog 
HDL, implemented, and verified on the FPGA, with an 
execution time of 5 ms confirmed. As shown in Table 
4, the hardware system implementation utilized 3,029 
logic, 1,689 Kbits of memory, and 1,202 registers.

5. Experimental results
The experimental setup is shown in Figure 9, where 
the radar sensor is placed at a height of 80 cm from 
the ground, and the time of one frame is 0.1 seconds. 
A person moved toward the radar sensor at a speed of 
about 1.8 m/s from a distance of 12 m, and an object 
moved away from the radar sensor at a speed of about 

1.2 m/s from a distance of 3 m. The measurement time 
was 5 seconds. The measurement time is 5 seconds, 
and 50 frames of motion are accumulated for a person 
moving 9 meters and an object moving 6 meters. The 
preprocessed Doppler profile of the obtained data is 
shown in Figure 10.

Figure 11 displays Doppler profiles of objects 
obtained after preprocessing, classified into humans 
and objects by BNN, and represented with colors to 
indicate class. It is evident that the values of each 
object are tracked, enabling the recognition of humans 
and objects in a multi-object environment.

Figure 8. Unit structure of performing BNN operations

Figure 9. Experiment environment

Figure 10. Doppler profile observed through experiment. (a) Human; (b) Object.

Table 4. Implementation results of the 
proposed system

Parameters Value
Logic utilization 3,029

Total memory bits 1,688,876
Total registers 1,202
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6. Conclusion
In this paper, a multi-object detection and classification 
system utilizing BNN was proposed. Profiles for 
indoor environment objects, including humans, objects, 
and dogs, were defined, and data preprocessing 
algorithms, including CFAR and tracking processes 
for recognizing each object, were implemented. To 
accelerate computations, the system was designed with 
BNN operations as a hardware accelerator, and it was 

confirmed to operate in real-time with a processing 
time of 5 ms. Performance evaluation was conducted 
on a total of 1,454 data points through experiments 
and simulations. The results showed classification 
accuracies of 88.2% for objects, 91.2% for people, and 
92.1% for dogs, with a 96.87% reduction in memory 
usage compared to CNN.

Disclosure statement
The authors declare no conflict of interest.

Funding
This work was supported by the Institute of Information & Communications Technology Planning & 
Evaluation (IITP) grant funded by the Korean government (No. 2020-0-00201, 2022-0-00960), and 
CAD tools were supported by IDEC.
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